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Review: clustering

given

e training set of instances x,x(@, ..., x(M

output

e model h that divides the training set into clusters such that there is intra-
cluster similarity and inter-cluster dissimilarity



Review: clustering

 Many clustering algorithms. We'll look at the
two most frequently used ones:
— Hierarchical clustering
Where we build a binary tree over the dataset

— K-means clustering

Where we specify the desired number of clusters, and
use an iterative algorithm to find them



Hierarchical clustering
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K-means clustering

* Can get k clusters

* and one center/ prototype for each cluster




K-means clustering

* Very popular clustering method

* |nput:
— A dataset x, ..., x,,, each point is a numerical
feature vector in R

— Assume the number of clusters k is given



K-means clustering
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Randomly picking 5
positions as initial cluster
centers (not necessarily a
data point)

K-means clustering

Auton’s Graphics
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Each point finds which
cluster center it is closest
to. The point is assigned
to that cluster.

K-means clustering
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K-means clustering

— Auton’s Graphics | 2

® Each cluster computesits |,
new center, based on
which points belong to it.
The new center is the
centroid (the average of 0.8
points in the cluster).
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Each cluster computes its
new centroid, based on
which points belong to it

And repeat until
convergence (cluster
centers no longer move)...

K-means clustering

Auton’s Graphics
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K-means algorithm

Input: points x, ..., x,, number of clusters k
Select k centers ¢y, ..., ¢,

Step 1: for each point x, determine its cluster:
find the closest center in Euclidean distance

Step 2: update all cluster centers as the centroids
Ci = Dirvin cluster i X /SizeOf(cluster i)

Repeat step 1, 2 until the centers don’t/slightly
change



Example 1

Data set, k =3

4 5 7.25
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Example 1

Initialize centers
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Example 1

Assign the points to centers
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Example 1

Update the centers




Example 1

Assign the points to centers

1.5 m 7.25
o0 0

7

At this time point, the clusters
don’t change, and the
centers don’t change. Stop.



Example 2

Dataset, k =2




Example 2

Initialize centers




Example 2

Assign the points to centers




Example 2

Update the centers
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Example 2

Assign the points to centers
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Example 2

Update the centers




Example 2

Assign the points to centers

At this time point, the clusters
don’t change, and the
centers don’t change. Stop.



Questions on k-means
What is k-means trying to optimize?
Will k-means stop (converge)?
Will it find a global or local optimum?
How to pick starting cluster centers?

How many clusters should we use?



K-MEANS OBJECTIVE



Distortion

* Clustering as summarization: replace a point x
with its center c,,(,). How far are you off?

* The distortion of x is measured by squared
Euclidean distance:

2
lx = eyl = Ziks |2 — (cyem), ]
 The distortion of the whole dataset is

2
D llx = ey
X



The optimization objective

e Minimize the distortion of the dataset

Y(x1§n1r311(xn) Z Hx — Cy(x0) H



Step 1

e Suppose we fix the cluster centers

* Assigning x to its closest cluster center y(x)
minimizes the distortion

2
Ix = eyl



Step 2

* Suppose we fix the assignment of points. All
you can do is to change the cluster centers

* This is a continuous optimization problem!

) 2
min ZHx — Cy(o
X



Step 2

* Suppose we fix the assignment of points. All
you can do is to change the cluster centers

* This is a continuous optimization problem!

2
min, ) = evcol

* Set the gradient to O leads to
Ly ()=i ¥
n;

C; =



Step 2

 Computing the best centers (assignments fixed)
K

Dlx—cwl’=) > lIx-al
X

i=1vy(x)=i
* Set the gradient w.r.t. ¢; to O:

Z 2(x—c¢;) =0

y(x)=t
* So the optimal ¢; is average(points in the cluster)



Repeat (stepl, step?)

Both stepl and step2 minimizes the distortion
Stepl changes the assignments y(x)
Step2 changes the cluster centers ¢,

However there is no guarantee the distortion
is minimized over all... need to repeat

This is hill climbing (coordinate descent)



PROPERTIES OF K-MEANS CLUSTERING



Questions on k-means

Will k-means stop (converge)?
Will it find a global or local optimum?
How to pick starting cluster centers?

How many clusters should we use?



Repeat (stepl, step?)

Both stepl and step2 minimizes the distortion

Stepl changes the assignments y(x)
Step2 changes the cluster centers ¢,

Will it stop?



Repeat (stepl, step?)

BOth Stepl andﬁere are finite number of points

Step1 changes
Step2 changes

Will it stop?

Finite ways of assigning points to clusters

In stepl, an assignment that reduces distortion
has to be a new assignment not used before

Stepl will terminate
So will step 2

So k-means terminates

\

/




Will find global optimum?

e Sadly no guarantee



Will find global optimum?

* Sadly no guarantee

 Example (even for k = 3) JHR ¢

L .. ‘



Will find global optimum?

* Sadly no guarantee

* Example (even for k = 3)



Example 3

Same data set as Example 1, k = 3

4 5 7.25



Example 3

Initialize centers different from Example 1

3 7.25



Example 3

Assign the points to centers
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Example 3

Update the centers
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Example 3

Assign the points to centers
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At this time point, the clusters
don’t change, and the
centers don’t change. Stop.




Example 1 v.s. Example 3




Picking starting cluster centers

 Which local optimum k-means goes is solely
determined by the starting cluster centers



Picking starting cluster centers

* Which local optimum k-means goes to is
determined solely by the starting cluster centers

Be careful how to pick the starting cluster centers.
Many ideas. Here’s one neat trick:

1. Pick a random point x; from dataset

2. Find the point x, farthest from x; in the dataset

3. Find x5 farthest from the closer of x¢, x>

4. ... pick k points like this, use them as starting centers

Run k-means multiple times with different starting
cluster centers (hill climbing with random restarts)



Picking the number of clusters

* Difficult problem
* Domain knowledge?

e Otherwise, shall we find k which minimizes
distortion?



Picking the number of clusters

Difficult problem
Domain knowledge?

Otherwise, shall we find k& which minimizes
distortion? k = n, distortion =0

Need to regularize. E.g., the Schwarz criterion

distortion + A(#param) logn = distortion + Adk logn

_—7

#Hdimensions

H#clusters

#points
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