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Review: clustering



Review: clustering

• Many clustering algorithms.  We’ll look at the 
two most frequently used ones:
– Hierarchical clustering

Where we build a binary tree over the dataset

– K-means clustering
Where we specify the desired number of clusters, and 

use an iterative algorithm to find them



Hierarchical clustering



K-means clustering
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K-means clustering
• Randomly picking 5 

positions as initial cluster 
centers (not necessarily a 
data point)



K-means clustering
• Each point finds which 

cluster center it is closest 
to.  The point is assigned 
to that cluster.



K-means clustering
• Each cluster computes its 

new center, based on 
which points belong to it. 
The new center is the 
centroid (the average of 
points in the cluster).



K-means clustering
• Each cluster computes its 

new centroid, based on 
which points belong to it

• And repeat until 
convergence (cluster 
centers no longer move)…



K-means algorithm
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Example 1
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Example 1

1 2 4 5 7.25

1.5 4.5 7.25

Assign the points to centers

At this time point, the clusters  
don’t change, and the 
centers don’t change. Stop.



Example 2
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0 2 4 5 6.5

63

Initialize centers



Example 2

Assign the points to centers
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Example 2
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Example 2
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Example 2
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Example 2

0 2 4 5

1

6.5

Assign the points to centers

At this time point, the clusters  
don’t change, and the 
centers don’t change. Stop.



Questions on k-means

• What is k-means trying to optimize?

• Will k-means stop (converge)?

• Will it find a global or local optimum?

• How to pick starting cluster centers?

• How many clusters should we use?



K-MEANS OBJECTIVE



Distortion



The optimization objective 



Step 1



Step 2



Step 2



Step 2



Repeat (step1, step2)



PROPERTIES OF K-MEANS CLUSTERING



Questions on k-means

• What is k-means trying to optimize?

• Will k-means stop (converge)?

• Will it find a global or local optimum?

• How to pick starting cluster centers?

• How many clusters should we use?



Repeat (step1, step2)



Repeat (step1, step2)

There are finite number of points

Finite ways of assigning points to clusters

In step1, an assignment that reduces distortion 
has to be a new assignment not used before

Step1 will terminate

So will step 2

So k-means terminates



Will find global optimum? 

• Sadly no guarantee



Will find global optimum? 



Will find global optimum? 



Example 3
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Example 3
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Initialize centers different from Example 1



Example 3
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Example 3
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Example 3

1 2 4 5 7.25

1 2

Assign the points to centers

At this time point, the clusters  
don’t change, and the 
centers don’t change. Stop.



Example 1 v.s. Example 3
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1 2
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Picking starting cluster centers

• Which local optimum k-means goes is solely 
determined by the starting cluster centers 



Picking starting cluster centers



Picking the number of clusters

• Difficult problem
• Domain knowledge?
• Otherwise, shall we find k which minimizes 

distortion?



Picking the number of clusters

#dimensions #clusters #points
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