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Answer: D. The eigenvalue is missing in option 3.



PCA Math
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PCA Dimension Reduction
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 data? projected  theofdimension   theis What data. eproject th and seigenvaluelargest 

 with rseigenvecto first   thekeep  wePCA, applyingAfter  features. ofnumber   theis 

 and points data ofnumber   theis   wherematrix  data a have  weSuppose  3.1

Answer: A.  After applying PCA, the data feature is reduced from p-dimension to 
k-dimension since we keep k principal components.



PCA Dimension Reduction
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component? principaleach  ofdimension 

  theis What s.eigenvaluelargest  with components principal first   thekeep and

 data on thePCA apply   Wequestion.last  as setting same heConsider t  2.3 

Answer: B.  Each principal component has the same dimension as the feature of 
original data.


